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Abstract—Out-of-distribution issues lead to different optimiza-
tion directions between clients, which weakens collaborative mod-
eling in federated learning. Existing methods aims to decouple
invariant features in the latent space to mitigate attribute bias.
However, their performance is limited by suboptimal decoupling
capabilities in complex latent spaces. To address this problem,
this paper presents a method, termed FedAKD, that adaptively
identifies meaningful visual regions in images to guide the model
in learning causal features. It includes two main modules, where
the attentive modeling module adaptively locates critical regions
to mitigate the negative impact of irrelevant elements, which are
considered significant contributors to distribution heterogeneity.
The attention-guided representation learning module leverages
attentive knowledge to guide the local model to pay more
attention to important regions, which acts as a soft attention
regularizer to mitigate the trade-off between capturing category-
relevant information and irrelevant contextual information in
images. Experiments were conducted on four datasets, including
performance comparison, ablation study, and case study. The re-
sults demonstrate that FedAKD can effectively enhance attention
to causal features, which leads to superior performance compared
with the state-of-the-art methods.

Index Terms—Federated Learning, Knowledge Distillation,
Out-of-Distribution, Attentive modeling

I. INTRODUCTION

Federated learning has emerged as a promising distributed
learning paradigm, enabling collaborative modeling with mul-
tiple data sources while preserving data privacy [1], garnering
widespread attention across various fields [2]–[5]. It aggregates
the parameters of local models trained on private data from
multiple devices to obtain a global model, without involving
data sharing [6]–[8]. Despite the advantages in preserving pri-
vacy that federated learning presents, it continues to confront
significant challenges associated with data heterogeneity, such
as out-of-distribution [1], [9], [10]. The huge attributes skew
between data sources often harm the effectiveness of collab-
oration. This is primarily due to the disparate optimization
directions among various local models, and the local model
presents declining performance in other clients.

To mitigate the out-of-distribution issue, existing methods
can roughly be divided into two groups: regularization-based
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Fig. 1. FedAKD may learn better visual representation. It extracts attentive
features from the meaningful regions segmented by the AM module, which
provides the instructive knowledge for the task channel. This can reduce the
interference of contextual noise.

representation alignment [11], [12] and representation decou-
pling of invariant attributes [13]–[16]. The former approaches
aim to facilitate the learning of consistent knowledge between
clients, to mitigate the adverse effects of inconsistent attributes
on representation learning. They typically employ prototype-
based representation alignment regularization to constrain the
local training of clients. For example, FPL constructs unbiased
prototypes and employs consistency regularization to align
instances with the corresponding unbiased prototypes, which
helps to alleviate feature heterogeneity between clients [12].
The latter methods focus on decoupling in the feature space to
extract the invariant features, which contributes to the elimi-
nation of intervention from irrelevant contextual. For instance,
DFL disentangles domain-specific and invariant attributes into
two complementary branches, separating domain-specific at-
tributes from model aggregation [14]. These methods offer
insights into the efficacy of isolating domain-specific attributes
locally to mitigate out-of-distribution issues. However, their
performance is hampered by the limited ability to uncover
causal relationships.

To address this issue, this paper presents a novel attentive
knowledge distillation mechanism, termed FedAKD. As illus-
trated in Figure 1, compared with conventional methods, the
proposed FedAKD effectively identifies the meaningful region
in the image, which reduces the interference of irrelevant
contextual noise. Specifically, FedAKD has two main modules,
the attentive modeling (AM) module and the attention-guided
representation learning (AGRL) module. To precisely identify
key features and patterns of images, the AM module utilizes



self-learned geometric operators to adaptively locate image
regions relevant to the class, which provides key guidance in-
formation for the model to learn causal features. Subsequently,
the AGRL module serves as a soft-attention regularizer to
the local model in the task channel by aligning its visual
features to the attentive features produced in the attentive
channel, which effectively filters out irrelevant distractions.
Notably, the AM module, as a plug-and-play component,
can be easily integrated into various methods. As observed,
FedAKD enhances the generalization across different domains
for models.

Extensive experiments are conducted on four datasets in
terms of performance comparison, ablation study of the key
components, and case study for the effectiveness of key region
extraction and recognition. The results verify that modeling
meaningful attention in the input space can guide models to
learn more robust features, which enhances their generalization
capabilities. To summarize, this paper includes two main
contributions:
• This paper presents a model-agnostic attentive knowledge

distillation mechanism, termed FedAKD. To the best of our
knowledge, it is the first method that modeling meaningful
attention in the input space to alleviate the attributes skew
problem between clients in federated leaning.

• We propose a plug-and-play module, named the AM mod-
ule, which can be easily integrated into various methods
to enhance their performance, significantly improving the
quality of representation learning.

II. RELATED WORK

A. Federated Learning with Non-IID Data

To tackle data heterogeneity in federated learning, com-
monly used methods are generally divided into two groups:
one focuses on reducing local biases, while the other aims
to improve aggregation efficiency. The former employs regu-
larization or cross-training to help clients acquire comprehen-
sive knowledge. Regularization comes in three types: weight-
based [17], [18], feature-based [19], [20], and prediction-
based [21], [22]. The latter approach believes that directly
averaging local model parameters can harm performance.
Instead, they either design better aggregation methods or fine-
tune models on the server. For example, Elastic aggregation
adaptively combines client models based on how parameter
variations affect prediction outputs. Meanwhile, FedFTG [23]
generates server-based samples to refine the global model.

B. Out-of-distribution in Federated Learning

Out-of-distribution problems, such as substantial attribute
skews between local datasets, often lead to a decline in the
performance of federated learning systems. Numerous studies
have concentrated on alleviating these challenges [17], [19],
[24], [25]. They use regularization to align representations
from different sources, learning consistent representations
in various contexts, or they decouples invariant features in
the latent space to reduce the interference of irrelevant at-
tributes. For instance, FedProc and FPL utilizes prototypes

to regulate the representation learning across all clients [12],
[26]. FCCL utilizes unlabeled public data to facilitate joint
cross-correlation learning, with the goal of maximizing out-
put similarity for identical categories across diverse domains
while minimizing output redundancy [27]. DFL decomposes
domain-specific attributes and invariant attributes into two
complementary branches, which avoids the negative impact of
domain-specific information on the aggregation [14]. Despite
some achievements, methods based on decoupling in latent
space may underperform due to suboptimal causal relationship
identification.

III. METHODOLOGY

A. Overall Framework

The proposed attentive knowledge distillation scheme in
federated learning (FedAKD), outlined in Figure 2, has two
main phases: local training and global aggregation. FedAKD
places particular emphasis on the local training within its dual-
channel framework, where the Attentive Channel utilizes the
attentive modeling (AM) module to dynamically extract class-
aware region to provide the fine-grained knowledge. The Task
Channel employs the attention-guided representation learning
(AGRL) module to fully leverages attentive knowledge to
help the model optimize the feature extraction and recognition
process. Subsequently, FedAKD aggregates all local models to
generate the global model in the server.

B. Attentive Modeling

The Attention Modeling (AM) module aims to transform
the original image I into one that is more focused on the
meaningful object Itrans, i.e., Itrans = AM(I). It can provide
instructive knowledge to the local student model to mitigate
the interference from backgrounds. An intuitive idea is to
crop out the main object from the image. Inspired by Spatial
Transformer Network (STN) [28], the AM module adaptively
locates visual attentive regions based on classification loss.
Specifically, it involves a localization network Floc(·), a grid
generator G(·, ·), and a sampler.

The localization network generates an affine transformation
matrix θ for each image I to capture detailed regions in the
original image. It can be formulated as follows:

θ =

[
θ11 θ12 θ13
θ21 θ22 θ23

]
= Floc(I) (1)

where {θ11, θ22}, {θ12}, {θ21} and {θ13, θ23} represent scal-
ing, rotation, shearing and translation parameters, respectively.
Floc(·) is typically a lightweight network.

The grid generator G(·, ·) utilizes the affine transformation
operator Tθ and transformation parameter θ to generate a
transformed coordinate for image I , defined as[

xs
j

ysj

]
= G(Tθ, x) = Tθ(x) =

[
θ11 θ12 θ13
θ21 θ22 θ23

]xt
j

ytj
1

 (2)

where (xs
j ,ysj ) and (xt

j ,ytj) denote coordinates of each pixel in
the input image I and transformed image Itrans. j denotes
the index of pixel.
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Fig. 2. Illustration of the framework of FedAKD. It utilizes self-learned geometric operators in the attentive channel to locate regions related to categories,
which can provide guidance information for the student model to learn causal features. Subsequently, FedAKD aligns the original features in the task channel
to the attentive features in the attentive channel.

The sampler extracts pixels from the input image I , and pro-
duces the output image Itrans through bilinear interpolation,
enabling differentiable spatial transformations, defined by

Itrans(x
t
j , y

t
j) =

∑
n

∑
m I(n,m) ·max(0, 1− |xs

j − n|) ·max(0, 1− |ysj −m|) (3)

This shows that bilinear interpolation calculates the output
pixel value Itrans(x

t
j , y

t
j) at the transformed coordinates by

taking a weighted average of the input image pixel values
I(n,m), where the weights decrease with the distance from
the input image pixels to the transformed coordinate point.

Meanwhile, the classification loss is used to optimize the
model of the attentive channel, i.e.,

Latt
cls = LCE(ŷtrans, y) (4)

where ŷtrans = Fa(Ea(AM(I))) is the prediction, Fa and
Ea are the classifier and the feature extractor in the attentive
channel. LCE denotes the cross-entropy loss. y is the label of
the original image I and the transformed image Itrans.

C. Attention-Guided Representation Learning

The Attention-Guided Representation Learning (AGRL)
module aims to use the attentive knowledge from the output
of AM module as a soft regularizer to guide the training of the
local student model. It effectively guides the student model to
focus on key information by utilizing features from the most
task-relevant regions in the image. Specifically, the AGRL
module aligns the visual features output by the student model
in the task channel with the fine-grained features generated
by the teacher model in the attentive channel. To achieve this,
the AGRL module utilizes KL Divergence (Kullback-Leibler
Divergence) [29] as a measure to encourages the student

model to adapt its feature representation to align more closely
with that of the teacher model. Therefore, the alignment loss
function can be defined as

Lalign = DKL(ft||fa) (5)

where ft = Et(I) and fa = Ea(Itrans) denote the feature
output of local student model and the teacher model, respec-
tively. Et is a feature extractor in the task channel.

Subsequently, we use the empirical classification loss Ltask
cls

to optimize the local student model, i.e.,

Ltask
cls = LCE(Ft(ft), y) (6)

where Ft denotes the classifier in the task channel.

D. Training Strategy of FedAKD

FedAKD focuses on optimizing the extraction of meaning-
ful object regions in the attentive channel, its corresponding
optimization objective is

Latt = E(x,y)∼Dlocal
[Latt

cls ] (7)

where x and y denote the original image and the corresponding
label in the local dataset Dlocal. Meanwhile, FedAKD aims to
enhance the local student model’s ability to focus on important
objects within the task channel, the corresponding objective is
to minimize:

Ltask = E(x,y)∼Dlocal
[Ltask

cls + λalign · Lalign] (8)

where λalign is a weight parameter.



TABLE I
PERFORMANCE COMPARISON BETWEEN FEDAKD WITH BASELINES ON CIFAR100, CIFAR100, COLORMNIST AND NICO-ANIMAL. ALL METHODS

WERE EXECUTED ACROSS THREE TRIALS, WITH BOTH THE MEAN AND STANDARD DEVIATION BEING REPORTED.

Methods NICO-Animal COLORMNIST CIFAR10 CIFAR100
β=0.1 β=0.5 β=0.1 β=0.5 β=0.1 β=0.5

FedAvg (AISTATS’17) [30] 29.84±0.6 57.48±0.4 88.15±0.6 74.29±0.5 83.15±0.2 50.13±0.7 52.86±0.4
Fedprox (MLSys’20) [25] 30.12±0.9 56.93±0.6 89.23±0.4 74.50±0.3 83.96±0.7 51.02±0.9 53.81±0.4
MOON (CVPR’21) [19] 31.97±0.4 58.42±0.5 90.12±0.8 74.77±0.2 84.65±0.4 50.78±0.3 53.75±0.3

FedNTD (NeurIPS’22) [31] 29.08±1.0 57.04±0.5 89.92±0.1 73.88±0.6 83.08±0.5 49.23±0.3 52.01±0.4
Fedproc (FGCS’23) [26] 31.29±0.8 58.15±0.4 88.98±0.5 75.49±0.9 84.83±0.6 51.46±0.2 54.12±0.6

FPL (CVPR’23) [12] 32.51±0.5 58.29±0.7 89.71±0.3 75.16±0.8 85.11±0.9 52.42±0.6 53.77±0.2
DaFKD (CVPR’23) [13] 32.14±0.9 58.22±0.8 89.95±0.5 75.05±0.9 85.40±0.6 52.36±0.6 54.74±0.3
FedIIR (ICML’23) [32] 33.05±0.9 58.10±0.9 90.23±0.8 75.07±0.9 85.33±0.7 51.98±0.2 54.32±0.7

FedAKDFedAvg 35.56±0.4 59.03±0.2 92.75±0.3 76.98±0.5 86.67±0.3 53.78±0.2 57.21±0.8
FedAKDMOON 38.72±0.3 61.10±0.9 92.68±0.3 78.23±0.8 87.85±0.2 54.34±0.7 58.82±0.2

IV. EXPERIMENTS

A. Experiment Settings

1) Datasets: We validate the efficacy of the proposed
framework through experiments conducted on two out-
of-distribution generalization datasets, namely COLORM-
NIST [33] and NICO-Animal [34]. Additionally, we assess
its performance on two well-established datasets commonly
employed in federated learning, CIFAR10 and CIFAR100 [35].
The statistical details of these datasets are summarized in
Table II.

TABLE II
STATISTICS OF CIFAR10, CIFAR100, COLORMNIST AND

NICO-ANIMAL DATASETS USED IN EXPERIMENTS.

Datasets #Class #Training #Testing
CIFAR10 10 50000 10000
CIFAR100 100 50000 10000

NICO-Animal 10 10633 2443
COlORMNIST 10 60000 10000

2) Network Architecture: For a fair comparison, all meth-
ods share a common network architecture. And in the
FedAKD, we maintain consistent architecture for both the
student model in the task channel and the teacher model in
the attention channel. For COLORMNIST, the architecture
involves a convolutional layer serving as an image encoder and
a 2-layer MLP as the classifier. Following previous works [19],
[36], we employ ResNet-18 [37] as the network backbone for
all other datasets. Notably, we adapt the first convolutional
kernel size from 7 to 3 for CIFAR10 and CIFAR100, while
keeping it at 7 for the NICO-Animal dataset. For the the
model used in attentive modeling, it involves two convolutional
layers for localisation and a fully connected layer to generate
transformation parameter.

3) Hyper-parameter Settings: For all methods, we maintain
consistency in hyperparameter settings across experiments.
The local training epoch is fixed at 10 for each global
round, with the number of clients set to 10 for CIFAR10,
CIFAR100, COLORMNIST, and 7 for NICO-Animal, along
with a sample fraction of 1.0. The local optimizer employed
is the SGD algorithm, and the communication round is set to
100. During local training, we configure the weight decay to
1e-05 and the batch size to 64. The learning rate is initialized
at 0.01, and the Dirichlet parameter β is set to 0.1 and 0.5
for CIFAR10, CIFAR100 and COLORMNIST. Furthermore,

λalign is fine-tuned from the set {0.01, 0.05, 0.1, 0.5}. The
remaining hyperparameters follow the specifications outlined
in the corresponding paper.

B. Performance Comparison

We compare FedAKD with eight SOTA methods, includ-
ing FedAvg [30], MOON [19], Fedprox [25], Fedproc [26],
FedNTD [31], FPL [12], DaFKD [13] and FedIIR [32]. These
methods typically use FedAvg as the base algorithm, so we
integrate key modules into FedAvg to form FedAKDFedAvg.
Additionally, we incorporate the proposed AM module into
the global branch of MOON, forming FedAKDMOON. The
following results can be derived from Table I.
• Both FedAKDFedAvg and FedAKDMOON demonstrate

significant improvements in classification accuracy over
their respective baseline models. This highlights the
model-agnostic nature of the FedAKD approach.

• FedAKD consistently outperforms other methods in
terms of classification accuracy. This is understandable
since FedAKD can capture meaningful objects in images
while mitigating the negative effects of irrelevant elements.

• The causal modeling approach focuses on extracting
key information in latent spaces and eliminating the
interference of irrelevant elements, which provides a
meaningful direction for mitigating the out-of-distribution
issues. Notably, a refined causal feature learning could
further enhance performance.

• Incorporating prototypical contrastive learning to guide
different clients in learning consistent class-level rep-
resentations proves to be more effective in CIFAR10
and CIFAR100 than in other datasets (Fedproc and FPL).
This is due to the increased difficulty of learning consistent
features under significant attribute variance.

C. Ablation Study

This section further studies the effectiveness of different
modules of FedAKD. The results are summarized in Table III.
• Incorporating the Attentive Modeling (AM) and

Attention-Guided Representation Learning (AGRL)
modules significantly improve the performance, indicat-
ing their role in enhancing causal discovery.

• Leveraging different loss functions (KL, L2 and JS) for
attention-guided representation learning yielded similar



TABLE III
ABLATION STUDY ON THE EFFECTIVENESS OF DIFFERENT COMPONENTS

OF FEDAKD ON THE NICO-ANIMAL AND COLORMNIST.

NICO-Animal COLORMNIST
β=0.1 β=0.5

Base 29.84±0.6 57.48±0.4 88.15±0.6
+ AMlayer + AGRLjs 33.12±0.5 57.98±0.7 88.86±0.9
+ AMlayer + AGRLl2 32.61±0.7 58.04±0.9 89.32±0.4
+ AMlayer + AGRLkl 32.92±0.5 58.13±0.9 89.24±0.8
+ AMinput + AGRLjs 34.97±0.6 58.31±0.3 91.71±0.3
+ AMinput + AGRLl2 34.72±0.4 59.15±0.5 91.38±0.6
+ AMinput + AGRLkl 35.56±0.4 59.03±0.2 92.75±0.3
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Fig. 3. Visualization of original images in the task channel and transformed
images in the attentive channel, along with predictions of the corresponding
model. And the predictions from the task channel after applying regularization.

results. This demonstrates FedAKD’s insensitivity to the
variance in loss function selection, highlighting the pivotal
role of its attention-guided mechanism and evidencing the
substantial robustness.

• Attention modeling in the input space (AMinput) gener-
ally performs better than in the feature space (AMlayer).
This can be attributed to the AM module captures more key
information in the input stage, whereas the feature space
inherently loses some meaningful information.

D. Case Study

1) Analysis of the Effectiveness of Attentive Modeling:
This section further analyzes the effectiveness of attentive
modeling. As shown in Figure 3, we visualize the original
images and attentive images of samples. Additionally, predic-
tions for images in the original task channel, attention channel,
and regularized task channel are also outputted. Obviously,
objects related to categories appear clearer in the atten-
tive images. This provides meaningful guidance for the task
channel. Specifically, the AM module can help the local
model in the task channel correct prediction errors, which
achieves this by heightening sensitivity to crucial information,
as shown in Figure 3(a). Secondly, the AM module can
further assist local model in strengthening the prediction
confidence, which enlarge the gap in predictions between
different categories, as illustrated in Figure 3(b). Figure 3(c)
shows a case that even though the AM module did not facilitate
a correct prediction in the regularized task channel it still
lessened the margin to the top-1 prediction. In summary, the
AM module can leverage instructive features in input images
to aid in boosting the overall accuracy of local models.

2) Error Analysis of FedAKD: In this section, we analyze
the working mechanism of FedAKD, focusing on feature
attention using GradCAM [38] and model outputs. Figure
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Fig. 4. Error analysis of FedAKD. (a) FedAKD enhances the focus on causal
regions as well as the confidence in predictions. (b) FedAKD can utilize
attentive modeling and distillation to correct prediction errors. (c) Smaller
visual targets may result in a failure of the model to focus on the object.
(d) Multiple objects in the image may reduce the model in focusing on the
primary object.

4(a) illustrates that both FedAvg and FedAKD made correct
predictions, with FedAKD achieving a more precise focus
on the object. However, as shown in Figure 4(b), FedAvg
struggles with complex contexts, while FedAKD accurately
focuses on the causal region. This can be attributed to the
guidance provided by attentive modeling. In the Figure 4(c),
FedAKD faces challenges with undue attention to context,
making it difficult to distinguish between the object and
context. FedAvg also fails to focus on the core object despite a
correct prediction. As illustrated in Figure 4(d), both FedAvg
and FedAKD encounter challenges in focusing on the object
within intricate contexts. However, FedAKD demonstrates
reduce the attention to the irrelevant region, which decrease
the prediction disparity between ’dog’ and the top-1 category.
This highlights the advantage of FedAKD in federated classi-
fication.

V. CONCLUSION

This paper presents a novel attentive modeling and dis-
tillation mechanism in federated learning, termed FedAKD,
to handle the out-of-distribution issue. It performs attention-
guided representation learning to instruct the local models to
focus on the meaningful objects within the images. Exper-
imental results show that FedAKD can effectively improve
the performance by focusing on the important regions. This
enhances the generalization ability of local models and the
collaborative effect among them.

There are some directions for further exploration in this
study. First, stronger attentive modeling techniques [39], [40]
that more accurately identify causal regions can provide the
meaningful information. Second, better feature learning meth-
ods can further improve the performance [41]–[45]. Third, it is
anticipated that applying FedAKD to some challenging tasks
would be promising [46]–[55].
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